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Michel Verhaegen

Abstract—This paper studies the load reduction potential of a
prototyped ‘“smart” rotor. This is, a rotor where the blades are
equipped with a number of control devices that locally change the
lift profile on the blade, combined with appropriate sensors and
controllers. Experimental models, using dedicated system identi-
fication techniques, are developed of a scaled rotating two-bladed
“smart” rotor of which each blade is equipped with trailing-edge
flaps and strain sensors. A feedback controller based on H .. -loop
shaping combined with a fixed-structure feedforward control are
designed that minimizes the root bending moment in the flapping
direction of the two blades. We evaluated the performance using
a number of different realistic load scenarios. We show that with
appropriate control techniques the variance of the load signals can
be reduced up to 90%.

Index Terms—Fixed-structure feedforward, H ., -control, load
alleviation, trailing-edge flaps, wind energy.

I. INTRODUCTION

HERE have been two main operation concepts to keep
T the loads on wind turbines (e.g., fatigue loads, power
variations) within acceptable limits and to optimize the energy
yield. The concept widely used from the seventies until the
nineties of the previous century was the “Danish concept” [1].
Such turbines combine constant rotor speed with stall of the flow
around the rotor blades at high wind speeds and are stable by
design; increasing wind speeds automatically induce increasing
drag forces that limit the produced power (this concept is also
referred to as: stall control). In that period, all other control
options were considered too complex and also the technology
for variable speed control was not mature enough. Due to the
development of dedicated converters, regulation concerning
maximum allowable sound emissions and grid requirements, the
most recent large wind turbines run at variable rotational speed,
combined with the adjustment of the collective pitch angle of
the blades [2]. This full-span collective pitch control is widely
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accepted in the wind energy community, but can only handle
slow wind changes that affect the entire rotor. Because of the in-
creasing rotor size it is necessary to react to the distributed nature
of turbulence in a more appropriate way, such as activating the
blades separately and/or using local actuators at several radial
distances spanwise along each blade. This first item is dealt
with by individual pitch control (IPC) [3]-[6], motivated by the
helicopter industry [7]-[10], which is the latest development in
the wind turbine industry to further minimize the loads. With
this concept each blade is pitched individually to suppress the
periodic loads caused by tower shadow, wind shear, rotational
sampling, yaw misalignment, etc. However, the performance of
the IPC method is restricted by the limited bandwidth of and
wear in the pitch actuators and because they only affect the load
on the whole blade.

One can say that compared to the stall turbines, full-span col-
lective pitch control is a step forward; the control of the blade
pitch angle has not only led to power regulation, but also to a sig-
nificantly lighter blade construction due to the lower load spec-
trum and a lighter gear box due to shaved torque peaks. With
the introduction of IPC the loads can be reduced considerably
leading to even lighter or larger turbines. However, due to the
increasing size of wind turbines it is necessary to look ahead to
control concepts which can impose a force profile matching the
distributed nature of turbulence in order to reduce the loads and
to guarantee an economic lifetime of 20 years for the new gen-
eration of large scale offshore wind turbines (diameter over 150
m). So, for the next generation of wind turbines we must look
for novel control concepts.

There are a large number of concepts for the next generation of
wind turbines. For all of these ideas, the most important design
drivers are the loads (both extreme loads and fatigue loads). One
advanced operation concept is to use a number of actuators that
locally change the force profile on the wind turbine blade to cope
with the spatial distributed nature of turbulence. This, in combi-
nation with sensors that measure the loads and a controller that
manipulates the measured signals and generates an appropriate
actuation signal, is defined as the “smart” rotor concept.

The “smart” rotor concept is borrowed from the helicopter
industry, where active devices like, e.g., trailing-edge flaps
[11], [12], or micro-electro-mechanical translational tabs
(MEM-tabs) [13] are proposed to reduce the loads. Both of
these concepts manipulate the boundary layer of the flow to
change the aerodynamic forces and consequently control the
loads. Trailing-edge flaps are considered as the most promising
idea for the “smart” rotor concept [14]. In [16] and [17], a more
detailed overview is given about these developments as well as
some more exotic concepts.
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The main goal of the “smart” rotor is to reduce the fatigue loads
to increase the lifetime of the wind turbine. However, when the
lifetime constraint is met, the concept provides the turbine de-
signer with anincreased design envelope which can be used to, for
instance, mount the rotor down wind—eliminating tower clear-
ance issues—allowing for lighter components or increasing the
mean loading on the blades which increases the power conver-
sion. Recently some research on this topic has been performed in
the wind industry where trailing-edge flaps [ 18]-[22],and MEM-
tabs [23]-[25] have been used for load alleviation. The first step
in the design of this new control concept was a feasibility study.
This study was performed by [20], where they showed the feasi-
bility of a trailing-edge flap applied on an airfoil (2-D study). In
[26] the feasibility of the “smart” rotor concept on arotating blade
was demonstrated. The first proof of concept study was reported
by [22]; arigid cross-section with a trailing edge flap was used to
validate the 2-D aerodynamic model in [21].

In [27], a 3-D experiment is presented that also takes into ac-
count the blade aeroelastic effects and a traditional single-input
single-output (SISO) feedback controller, thus proving the con-
cept of a “smart” rotor blade. This experimental work is signif-
icantly different from the work done in [22]; which used 2-D
models without aeroelastics or a feedback controller.

Currently, the control methodologies used in the wind in-
dustry are mainly based on single-input single-output (SISO)
gain-scheduled proportional integral differential (PID) regula-
tors [28]. However, in the academic environments several arti-
cles are available that discuss optimal control [29]-[32], fuzzy
logic control [33], model predictive control [34], [35], robust
control [36], [37], and recently linear parameter-varying (LPV)
control [37]-[44] of wind turbines. In general, the industry is
reluctant to use these novel methodologies due to their relative
complexity and the expected small performance improvement.
However, with the more advanced operation concepts, such as
the “smart” rotor concept, the number of control variables is
increasing and it becomes necessary to use multiple-input mul-
tiple-output (MIMO) model-based control algorithms.

The main contribution of this paper is threefold. First, we
bring the feasibility studies performed so far to a higher level by
looking at a flexible two-bladed rotating “smart” rotor. Second,
we show that by using experimental modeling, where we de-
veloped dedicated system identification tools, we circumvent
the extensive modeling and parameter fitting of the aeroelas-
tics. Third, we show the potential and the need for modern con-
trol techniques for the “smart” rotor by enabling both advanced
feedback and feedforward control.

The outline of this paper is as follows. In Section II, we
briefly describe the design and layout of our experimental
“smart” rotor. In Section III, we introduce a dedicated system
identification technique which is used to obtain models for
advanced control techniques. Here the challenge is that we
have to deal with dominant periodic loads (multiples of the
rotational speed) and we propose a solution to solve this. In
Section IV, we discuss advanced controller design. We will
use the four-block H., controller synthesis for disturbance
rejection and since we have dominant periodic loads we will
develop a dedicated fixed-structure feedforward scheme. In
Section V, we present the results of both the feedback and
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Fig. 1. Photo of the “smart” two-bladed turbine with the trailing-edge flaps.
The person standing next to it illustrates the size of the system.

feedforward scheme and the combination thereof. We will do
this for nominal operation and the turbine standing in yaw
(misalignment of the rotor). We end this paper with a number
of conclusions and recommendations.

II. DESCRIPTION OF THE EXPERIMENT

In this section, we present the experimental setup used to
show the feasibility of the “smart” rotor concept with the ad-
vanced control. The “smart” rotor that we use for our experi-
mental validation is a rotating, two-bladed rotor equipped with
trailing-edge flaps. An indication of the size and the layout of the
turbine can be found in Fig. 1. Each blade is equipped with two
distinct trailing-edge flaps to enable its use for future research.
Since, for this study the main focus is to suppress the bending
behavior of the two individual blades, the two actuators on one
blade are used together as one actuator by applying the same
control signal. For the same reason two strain sensors are ap-
plied in the root located on the central axis and at the leading
edge of the blade, respectively. The experimental setup mainly
consists of the following components: wind tunnel, blade, actu-
ators and sensors, and real-time environment. Every element of
the experimental setup will be described in this section.

A. Wind Tunnel

The experiments are conducted in the Delft University of
Technology’s Open Jet Facility (OJF) wind tunnel. This tunnel
has a closed circuit. The air is blown into the section trough an
octagonal nozzle, creating a steady jet with an effective diameter
of 3 m. There are little or no wall effects because the section is
6 m wide and 6.5 m high; much larger than the jet. The air is col-
lected at the back of the test section, cooled and fed back into the
tunnel’s fan, which is powered by a 500 kW motor. Before the
air is blown through the nozzle back in to the test section again,
it enters a settling chamber with several rows of wire meshes to
reduce the turbulence levels. The maximum attainable air speed
is 35 m/s.
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TABLE I
SCALING PARAMETERS OF THE “SMART” ROTOR PARAMETER

UpWind 5SMW Scaled rotor
reference turbine
Rated wind speed (m/s) 11.4 7

Tip speed ratio (-) 7 4
Rated rotational speed (rpm) 12 370
First mode (Hz) 0.69 24
(flapwise bending)

B. Blade Design

The blade was dynamically scaled such that the ratio be-
tween the rotational speed and the blade’s first flapwise eigen-
mode was the same as with the reference design, the UpWind
5 MW wind turbine. This is important because many of the
disturbances are related to the rotation of the turbine, such as
wind shear, tower shadow and yaw misalignment. These result
in load fluctuations with mainly 1P, 2P, and 3P frequencies at the
blade’s reference frame. The blade’s first flapwise mode is close
to the 3P frequency. By designing the blade such that the flap-
ping frequency relates to the rotational frequency of the turbine,
a realistic mix of rotationally induced disturbances and excited
blade dynamics is obtained. See Table I for the scaling param-
eters. The blade’s structural design consists of a glass-epoxy
laminate, wrapped around a solid foam core, which was in-
fused using vacuum assisted resin transfer moulding (VARTM)
in a double rigid mould. The blade is aerodynamically designed
using a blade element momentum (BEM) optimizer.

C. Actuators and Sensors

The most challenging part in the design of the “smart” rotor is
the design of the actuator. In this paper, we design a specific ac-
tuator for the scaled two-bladed wind turbine model. The scal-
ability is questionable with the actuator we propose; however,
this is outside the scope of this research. In [14], it is shown that
the most effective control device is a trailing-edge flap. Conse-
quently, every blade was equipped with two trailing-edge flaps
in the outboard part of the blade, which is where the largest aero-
dynamic leverage can be obtained. The flaps have a width of
10.5 cm in the span direction and cover half the chord length (6.2
cm). The size is chosen in such a way that sufficient load reduc-
tion can be obtained for the different load cases [14]. The active
part of the trailing-edge flaps consist of Thunder'™ TH-6R ac-
tuators [45]. These are piezo-electric based benders which can
deflect several millimeters under the application of a maximum
voltage from —450 to 900 V. However, for safety reasons we
limit the maximum voltage from —400 to 400 V. The actual de-
flection also depends on the structure around the bender and the
aerodynamic loading. The actuators are shaped with soft foam
to give them an aerodynamic shape. The foam is covered with a
skin to provide a smooth surface. The actuators are attached to
the blade through a bracket that is mounted on the spar. In Fig. 2
the actuators in the tip of the blade are displayed.

For control purposes, the blade is equipped with sensors which
measure the dynamic behavior of the blade. Because the final goal
for this rotating “smart” rotor is to reduce the fatigue loads, two
macro fiber composite (MFC) patches are adhered to the root to
measure the high strains associated with the first flapwise bending

Fig. 2. Photo of the “smart” blade equipped with actuators and sensors.

mode. One MFC is placed on the pitch axis to measure the flap-
wise loads while the second MFC is placed near the leading edge
of the blade to also measure the lead-lag loads, the objective for
future experiments. The first MFC signal on both blades is used as
input for the feedback controller. The main advantage of an MFC
is that no amplification is required to have a good signal-to-noise
ratio. However, with the MFC it is not possible to do static mea-
surements due to the capacitance behavior of the MFC. This high
pass behavior is desirable for this experiment, as we want to con-
trol the dynamic behavior of the system, rather than the static de-
formations. However, these static deformations may be taken into
account if different sensors (e.g., strain gauges or fiber optics) are
used to measure the static strain. In Fig. 2 the strain sensors can
be found in the root of the blade.

D. Real-Time Environment

The “smart” rotor described so far is not ‘smart’ when there
is no control enabled. This controller intelligence and data ac-
quisition capability are added with the inclusion of a dSPACE'™
[46] chip. The controller and data acquisition scheme are fully
developed in the MATLAB'™ [47] and Simulink®™ [48] environ-
ment and then compiled to the dSPACE"™ chip. On a separate
computer all the signals are monitored using Control Desk'™
[46] and the control parameters can be adjusted real-time in the
same environment.

III. EXPERIMENTAL MODELING

The increasing number of control variables in modern wind
turbines will necessitate model based controller design. In this
section we first motivate that system identification is a necessary
building block to come to such a controller. Second, we intro-
duce a dedicated subspace identification algorithm to obtain the
dynamics between the inputs and outputs. Finally, we present
the identification results obtained on the experimental setup.

A. Why System Identification?

A model for modern model based controller design is a math-
ematical model normally governed by (preferably linear) differ-
ential equations. For controller synthesis this model should only
contain the relevant dynamics between the input, and the output
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and should be accurate over the bandwidth of the controller.
These requirements are based on implementation and conser-
vatism issues. The two methods for obtaining a model and their
application to the wind industry are listed as follows.

* First Principles (FP) Modeling: In FP modeling, the laws
of physics are used to develop mathematical models. The
main advantage of FP modeling is that you can have a
model before the actual system is built and consequently
the model can be used for system design and optimiza-
tion. However, these FP models are not tailored for control
requirements because they typically contain irrelevant dy-
namics and are nonlinear.

» Experimental Modeling (System Identification): In experi-
mental modeling, also referred to as system identification,
actual input and output data of the system is used to obtain
a mathematical description of the system. Because this ap-
proach uses actual input and output data it will only model
the dynamics present in the data.

Common practice is to use a mix of the two modeling approaches.
This approach can be summarized as follows: develop an FP
model for general design of the system and to synthesis a baseline
controller. When implemented on the real system, the model
used for controller synthesis should be refined by using system
identification to obtain more accurate models over the bandwidth
to obtain less conservative controllers.

The analytical modeling which has been performed in the
design stage strongly depends on a large number of parame-
ters which completely determine the dynamic behavior of the
system. Most of these parameters can be roughly estimated or
calculated. Still, a large amount of uncertainty is present; this
makes it hard to design a stable feedback controller based on
such models. In this section we use experimental modeling to
build a linear dynamic model. A subspace identification method
will be used because of the numerical simplicity and the po-
tential to work with MIMO systems [49], [50]. The MIMO ap-
proach is necessary since there is a high degree of coupling be-
tween the different actuators and sensors.

B. Algorithm

The system of interest, the two-bladed “smart” rotor signif-
icantly experiences periodic loads which are multiples of the
rotational speed, we refer to this as 1P, 2P, ... etc. For system
identification these loads are disturbances which we do not want
to model between the input and output of the system. In this sec-
tion we present a modified identification scheme that can cope
with periodic disturbances that can be expressed as a linear com-
bination of known periodic functions. Since, we more or less
know that the disturbances are sinusoids of a given frequency
(1P,2P,...) with unknown amplitudes and phases. The fol-
lowing steps are taken.

1) Problem Formulation: For the derivation of the algorithm
we consider the following linear system with periodic distur-
bances of which we have some prior knowledge:!

Tp+1 = Az + Buy + Gdy, + Key, (1)
Yy = Cop + e (2

'We disregard the direct feedthrough term for the sake of clarity of presenta-
tion.
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where x;, € R",ur € R” and y;, € RY, are the state, input
(trailing-edge deflections in [V]) and output vectors (strain
measurements in [V]), respectively. e; € R? denotes the zero
mean white innovation process. Where d;, € R™ contains the
basis functions needed to express the periodic disturbances. The
matrices A € R**", B € R**",C € R®*", K € R"*¢,G €
R™*™  are the system, input, output, observer, and periodic
noise matrices, respectively. We can rewrite (1)—(2) in the
predictor form as

Try1 = Azy, + Buy, + Gdy, + Ky 3)
yr = Cxp + eg 4)
with
A=A-KC.

It is well-known that an invertible linear transformation
of the state does not change the input-output behavior of
this model structure. These transformations are given by:
T—YAT,T7'B, T7'G,T 'K, and CT with T' € R"*".

The identification problem can now be formulated as: given
the input sequence uyg, the basis functions of the periodic dis-
turbance signals dy, and the output sequence y; over a time
k = {1,...,N}; find all, if they exist, the system matrices
A, B,G, K, and C up to the mentioned similarity transforma-
tion.

2) Assumptions and Notation: We define the following
stacked vectors:

UIES) = [u{ ]T

T T
Upg1r -5 Ukys—1

and similar vectors exist for the signals ¥, and di, given by
Yk(s) and D,(:), respectively. We also define the extended con-
trollability matrix

K=[K. K, Ka
with
K.=[AP"1B, Ar2B, ..., B]
K, =[AP'K, AP2K, ..., K]
Kq=[Ar"'G, AP—2@, ..., G]

where p is referred to as the past window. We also define the
following Toeplitz matrices:

T 0 0 0 e 07
oB 0 0 e 0
H(B) = CAB CB 0 e 0
| CAT-2B CA/=3B CAI~*B ... 0]
T 0 0 0 < 07
CB D 0 e 0
H(B) = CAB CB 0 - 0
|CAf=2B CAf=3B CAf=*B ... 0]
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where f is referred to as the future window. We also define the
observability matrices, I and T’

C C

N CA CA

I'= : ’ I'= :
A1 CAT-1

Next, we briefly describe the idea of predictor-based subspace
identification (PBSID,p¢) only now with periodic disturbances.

3) Predictors: The first objective of the predictor based sub-
space algorithms is to reconstruct the state up to a similarity
transformation. Given the previous definitions the state x4, is
given by

U]Ep)
Kl Yk(p )
D[E;p)

LTk+p = Apxk + [lcuv ’Cy;

The key approximation in this algorithm is that we assume that
Al & 0, for all 7 > p. It can be shown that if the system
in (3)—(4) is uniformly exponentially stable, the approximation
error can be made arbitrarily small by making p sufficiently
large [51]. With this assumption the state x,, is approximately
given by?:3

UIEP)
Th4p = [}Cu7 ’C?H }Cd] Yk.(p)
DY
In a number of other LTI subspace methods it is well known

to make this step (e.g., N4SID, SSARX, and CVA). The input-
output behavior is now approximately given by

Uk(;p)

K{l ] Yk(p) + Ck4p-
D’(CP)

Yetp = C[Ku, Ky,

This equation is a regression problem, an estimate of the matrix
CK can be obtained by solving a linear problem by stacking the
data over the N — p data points

Y =[Yi4p, Y24p, ---» YN]
U U Uy,
7 — Y1(p) Yg(p) Y]S[p_)p
D Dy DY

With which we can formulate the following linear problem:

Ky, KalZlF )

min

1Y = C[K.,
Ky,

o] ICu; K{i ]
where we add an additional constraint that we obtain the min-
imal norm solution,||C[ K., K,, Kqa]||%, since the matrix Z

2Remark: If the matrix (A— K C') is nilpotent the assumption can be removed.
Since, in that case it holds that there exists a p such that (A — K C')? = 0.

3Remark: In the case that there is no noise present the observer gain will be
a deadbeat observer and under the conditions stated the following will hold:
(A—KC)» =0forp > n.

is likely to have no full row rank. Since periodic signals stacked
in a Hankel matrix can make this matrix rank deficient and con-
sequently additional constraints should be added to guarantee a
unique solution [52].

4) Extended Observability Times Controllability Matrix:
The product X Z that represents by definition the state sequence,
X, = [@14p, 2N |, cannot be estimated directly. In
the predictor-based identification algorithms CK is used to
construct the extended observability matrix times the extended
controllability matrix. This matrix is given by

CK., CcK,
. CAK, CAK,
K : .

CZC(I
CAK,

CAT-lK, CAI-K, CAI-'K,
=[TK, TK, K4l

If we look into more detail at for instance the f‘lCu term we have
for the PBSID,,, algorithm (we assume f = p)

CAP='B  CAr—2pB CB
N 0 CAP—'B CAB
', ~ .
0 0 CAP~'B

The zeros appear in this equation based on the approximation
that A7 = 0 for all j > p. Although, in [51] it was shown
that these zeros appear in the solution based on the result of
an optimization problem. Observe that from the solution of the
linear problem formulated in (5) we can construct the matrix
T'C,,. A similar procedure can be followed for the matrices T'KC,,
and TK,.

From the constructed matrix ['C we can compute ['KZ,
which equals by definition the extended observability times the
state sequence, X p- By computing a singular value decompo-
sition (SVD) of this estimate we can estimate the state sequence
and the order of the system. We will use the following SVD:

Kz = (U UL][EOn g} Dﬂ

where Y., is the diagonal matrix containing the n largest sin-
gular values and V is the corresponding row space. Note that
we can find the largest singular values by detecting a gap be-
tween the singular values [50]. The state is now estimated by

A

X, =3,V

Itis well known that when the state, input, and output are known
the system matrices can be estimated [50]. This briefly summa-
rizes the modified identification algorithm. In the remainder of
this section the performance of this algorithm is evaluated on the
experimental setup which was described in the previous section.

C. Identification Cycle

The control loops in the prototyped “smart” rotor are the
transfer functions between the trailing-edge flaps on the two
different blades (u), and the corresponding MFC sensors (y).
The performance of the subspace identification is evaluated by
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Fig. 3. Square-root of the PSD of the MFC signal on blade 1. The grey line is
with GBN excitation and the black one is without excitation. In this figure we
clearly see the periodic disturbances on the 1P, 2P, 3P, and 4P frequencies. For
V =7 m/s and w = 370 r/min.

looking at the variance-accounted-for (VAF) on a data set dif-
ferent from the data set used for determining the model. The
VAF value is defined as

VAF = max{l _ w,o} £ 100%
var(y)
where 7 denotes the output signal obtained by simulating the
identified system, y is the measured signal, and var() denotes
the variance of a quasi-stationary signal.

The subspace identification is done with a GBN signal with a
bandwidth of 50 Hz with an amplitude of 400 V on the two ac-
tuators (almost maximum excitation) the data is acquired with
a sampling time of 100 Hz. In Fig. 3 we see the square-root
of the power-spectral density with and without GBN excitation.
With no excitation we clearly see peaks at the 1P-4P frequencies
mainly due to the unbalance of the two-bladed rotor. When we
excite the system we see that especially at higher frequencies
we have a good signal-to-noise ratio (SNR). However, the 1P
is dominantly present and that is the main reason that we intro-
duced the identification scheme that can handle these periodic
disturbances. Second, this figure also indicates the control au-
thority of the actuators where we can conclude that the control
authority at the 1P frequency is rather low.

Identification can be done for different operating points. We
performed the identification experiments for two operating con-
ditions: one for 7 m/s, and a rotation speed of 370 r/min and one
for the 10 m/s situation but now with 430 r/min, both with a
pitch angle setting of 4° (pitch to feather). For the disturbance
signal we take for the 1P until the 3P a set of cosines and sinu-
soids of the corresponding frequency, which can form together
a sinusoid at that particular frequency with a certain amplitude
and phase shift. We compare the modified identification scheme
with the original scheme by looking at the VAF values which
can be found in Table II. We clearly can see the benefits of the
modified scheme. For the modified and the original scheme the
Bode magnitude plots are given in Fig. 4. They are compared
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with their frequency domain estimate (SPA) which is also using
the additional periodic basis functions.

From Fig. 4 one resonance peak can be observed which is
consistently estimated; this one represents the first flapping
mode. We clearly see the benefits of the modified scheme since
the original PBSID,,; scheme does not know what to do with
the dominant periodic disturbance. Further, we can clearly see
that there is a strong coupling between the different blades.
That is why we will apply MIMO control in the next section.
The VAF values are higher for the higher wind speed. This is
caused by the fact that with similar excitation the measured
signals are larger and consequently the SNR is higher, which
has a direct effect on the VAF.

IV. TwO-DEGREE-OF-FREEDOM (2DOF) CONTROLLER DESIGN

The main focus of the “smart” rotor concept is to reduce the
fatigue loads on the complete rotor. For controller design it is
important to know the dynamic relation between the actuators
used for control, the control device, and the sensors used for
control. The obtained state-space model using subspace iden-
tification describes the desired relation. In Fig. 4 the dynamic
relation between the actuators and sensors is given by means of
a Bode magnitude plot. In industry it is common practice to use
the Bode plot between the input and output to design a feed-
back controller. The goal of the feedback controller is to sup-
press the unknown disturbances as much as possible; however,
the ability to do so is limited by the requirement that the system
should remain stable; a bounded input will result in a bounded
output. With feedforward control you can deal with determin-
istic disturbances without the problem of instability. However,
you need accurate knowledge of the disturbances present. We
already indicated that for wind turbines a large component of
the loads is caused by deterministic periodic disturbances with a
frequency equal to the rotorspeed and multiples thereof but there
is also a strong stochastic component present. The proposed
control strategy is a 2DOF controller that combines a feedfor-
ward and feedback scheme. In this section first we will present
a fixed-structure feedforward scheme with a novel data-driven
tuning strategy. We combine this feedforward algorithm with a
MIMO H,, controller to mitigate the stochastic disturbances.

A. Feedforward Control

Since we know the shapes and frequencies of the most dom-
inant deterministic disturbances we can embed them in a feed-
forward signal. However, we do not know the phase and ampli-
tude necessary to compensate for the disturbances. To do so we
have to learn these properties. These properties can be linearly
parameterized by defining the following fixed-structure feedfor-
ward signal:

q
ul(cff) _ Z 0 sin(iwt) + 05 cos(iwt)
1=1

where ¢ in s is time and w the rotational speed in rad/s. Fur-
ther, we have the unknowns 6 and 6 € R" and ¢ the number
of periodic components that should be taken into account. The
fixed-structure feedforward scheme is illustrated in Fig. 5. The
question appears how do we select these 6’s? We use ideas



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

VAN WINGERDEN et al.: 2DOF ACTIVE VIBRATION CONTROL OF A PROTOTYPED “SMART” ROTOR 7

From Flap blade 1 [V]

1072 ¢

1073 L

MEFC blade 1 [V]

1074

1072}

MEFC blade 2 [V]

1074 ' —
20 30 40 50

10
Frequency [Hz]

[

From Flap blade 2 [V]

1074 — ; ; ;
5 10 20 30 40 50
1072 ¢
\
\
lh.()" i ;
,%AAM“AA '{\,ﬁ
1073 W‘I |] i
i
i
|
1074 : — ; |
5 10 20 30 40 50

Frequency [Hz]

Fig. 4. Frequency versus magnitude plots of the identified eighth-order model using the modified PBSID,, (black line) algorithm and the original PBSID,¢
algorithm (grey line). Also the corresponding frequency estimates are given with the dashed lines with corresponding color (SPA). The models are valid for V' =

7 m/s and w = 370 r/min.

TABLE II
VARIANCE ACCOUNTED FOR (VAF) FOR THE DIFFERENT IDENTIFICATION
METHODS AND FOR DIFFERENT OPERATING POINTS

PBSIDgpt VAF MFC’s
V [m/s] RPM blade 1 [%] blade 2 [%]
7 370 93.6 87.9
10 430 97.1 92.3
PBSIDop modified VAF MFC’s
V [m/s] RPM blade 1 [%] blade 2 [%]
7 370 97.9 94.8
10 430 97.6 94.2

from repetitive control to learn these parameters (see [53] and
references therein).# In the previous section, we discussed pre-
dictor-based subspace identification for LTI systems with peri-
odic disturbances. In this section, we use the same algebra to
find the optimal ’s. A comprehensive description of the algo-
rithm can be found in the following.

1) Data Equation With Period Definition: First we define the
predictor over one prediction horizon P. This predictor is given

by:5
p vl
v =Tk y@) +[H(B), H(K), H(G)]|vD
il

4The algorithm assumes that the rotor speed is more or less constant which
is a reasonable assumption for the above rated situation. A question for future
research is if the algorithm is also suitable for the below rated region.

SNote, that this is a predictor since we ignore the white noise sequence.

where P is the number of samples contained in one revolution.
The predicted output Y,ff; is present at the left-hand side and
the right-hand side of the equation. By moving this last term to
the left-hand side we obtain the following equation:6

- (P) o U
Vi =TK [ v® | +[H(B), H(G)]|
pw Dty

This can be interpreted as going back from the predictor for-
mulation to the innovation formulation. We can have the same
equation for one period in the future and subtract it. We define

the following operator: 6U,§I_2) U,EIJ:L U,gi; p- We obtain
sUP)
Vi =[TKu, TKy,, I| sv | +HB)[sUD].
Y’ Y(P)
- k+p—P

Due to the §-operator the periodic components will drop-out of
the equations. This data equation will be used in the remainder
of this algorithm to derive the update law of the fixed-structure
feedforward scheme.

SFor identification it does not make sense to make the control horizon larger
than the past horizon but for control is does.
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Fixed structure feedforward

e

Fig. 5. Illustration of the fixed-structure feedforward scheme in combination
with feedback.

2) Minimization of the Error: For vibration control we would
like to minimize the future output this can be formulated in the
following objective function which we would like to minimize:

2

min
(P)
k+p

(P (P
[l

r .

If there are no constraints added, which is possible, the analytic
solution of this problem is given by

sUP
ULy, = UL, = (H(B)H(B) " H(B)"M pre
L Yk+pr

where L is the update gain which can be computed offline. This
equation is a typical repetitive controller update law. To make
this update law adaptive normally a forgetting factor is added 3
and to tune the convergence an update gain is added «. So, in
general we have

sUP)
P P
Ulg+2) = 5Ul§+;—P —alL 5(1;;3@)
Yk+p—P

3) Basis Functions: At the beginning of this section we al-
ready parameterized the input space of the feedforward signal.
With this factorization we can rewrite U, ,Ei; as

P P
U,£+Z, - Uffel(c+)p

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

where Uy ris defined in the equation at the bottom of the page,
where ¢, is the sampling time and ® the Kronecker product.
Further

b, = [(ODT

My = 09" ()T (09" Tiyy

With this substitution the update scheme now reads

sUP
P P
by = B0 p_p — oL 5(%@
Yk+p—P

with I/ = (H(B)UYNTH(B)UYN) =Y H(B)UYNT M
which can be computed offline. These #’s can now directly be
used in the feedforward configuration sketched in Fig. 5. These
0’s can be learned in a dedicated period or they can be adjusted
continuously by tuning the a and (3. The performance of the
feedforward will be evaluated in Section V in combination with
feedback control.

B. Feedback Control

Since not all the disturbances are deterministic we have to
add a feedback controller. We have already mentioned that there
is strong coupling between the different actuators and sensors.
Although one can consider decoupling of the different feed-
back loops this becomes more and more difficult when there
are multiple flaps active on one blade that is why we design a
MIMO feedback controller. For a stable SISO non-minimum
phase system, manual loop-shaping is a well known method to
design stable feedback controllers based on the Bode plot of the
system of interest. If we consider the input from blade one to
the MFC on blade one (SISO), a smoothed proportional-deriva-
tive (PD) controller with additional inverted notch filters at the
1P-4P frequencies will make a stable feedback controller with a
considerable amount of disturbance rejection at the P-frequen-
cies. However, this controller will only give performance on one
blade and we measured performance degradation on the other
blade. This again motivates why we use a MIMO controller. For
the controller synthesis we use the so-called four block H ., con-
trol synthesis setting which is illustrated in the well-known gen-
eralized plant setting in Fig. 6 (see also [54]). The H ., controller
will minimize the H ., norm between {d;,ds} and {21, 22} or
mathematically given by

H [Wle I-GK)™!

( Wl - KG)™
We.o(T — GK)™!

Weo(I — GK)—lG] HOO

In these objective functions we can embed the manual loop
shaping ideas in the weighting filters W ; and W 5. We choose
W .o in such a way that we penalize the 1P-4P frequencies by
including inverted notches at these frequencies and we also add

sin(wts)  cos(wts)
Uit =

sin(wPts) cos(wPts)

sin(qwts)  cos(qwts)
. . ® IT

sin(qwPts) cos(qwPts)
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Fig. 6. Illustration of the generalized plant used to synthesize the four block
‘Hoo controller.
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Fig. 7. Square-root of the PSD of the MFC signal on blade one and two. The
grey line is with .. feedback control and the black one is without control. For
V =7 m/s and w = 370 r/min.
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Fig.8. Time domain performance of the controller evaluated on the MFC signal
on blade one and two. The grey line is with 7., feedback and fixed-structure
feedforward control and the black one is without any control. For V' = 7 m/s
and w = 370 r/min.

a notch at the first flapping mode to obtain damping enhance-
ment. We choose W1 in such a way that the controller will not
act on high frequencies in the error signal by weighting the con-
troller sensitivity by a filter with high gains at high frequencies.
It is important to realize that we are trying to minimize four el-
ements in a block using the two weights so it is important to

TABLE III
VARIANCE OF THE MFC SIGNALS FOR DIFFERENT CONTROL
AND LOAD SCENARIOS. IN THE LAST TWO ROWS THE VARIANCE
REDUCTION IS EXPRESSED IN A PERCENTAGE OF THE NOMINAL CASE
(WITHOUT ADVANCED CONTROL)

Load reduction

FB FF  yaw MFC blade 1 MFC blade 2 [%] [%]

- - - 0.149 0.207 - -

v - - 0.055 0.026 63 87

- v 0.084 0.134 44 36

v v - 0.014 0.021 91 90

- - v 0.315 0.300 - -

v - v 0.073 0.033 77 89

- v v 0.185 0.143 42 53

v v v 0.083 0.021 74 93

apply appropriate scaling. The results of the synthesized feed-
back controller can be found in the next section.

V. WIND TUNNEL MEASUREMENTS

In this section, the main results of the experiments in the
wind tunnel are presented. The subspace identification exper-
iment has already been presented in Section III. In this section,
we present 3 cases, out of many, that will show the possibilities
of the “smart” rotor concept using the proposed advanced con-
trol schemes.”

A. Case 1: Nominal Operation With Feedback Control

In this case we show the performance of solely the H.-feed-
back controller for nominal operation. With nominal operation
we mean the wind turbine is standing perpendicular to the
wind, with a wind speed of 7 m/s and a rotational speed of
370 r/min. We have a stochastic perturbations coming from
the wind (turbulence) and periodic, mainly deterministic,
perturbations due to the unbalance of the two-bladed rotor. In
Fig. 7 we see the square-root of the smoothed power spectral
density with and without the synthesized feedback controller.
The data from which the figures are plotted are based on a two
minute time series.8 We see, as expected, a clear performance
improvement at all the periodic multiples of the rotor speed.
The result is even more visible if we look at the time domain
results presented in Fig. 8. In this figure we can roughly see a
amplitude reduction of approximately 60%. This observation is
quantified in Table III where we show the variance of the signal
with and without control and for different situations.

B. Case 2: Nominal Operation Feedback and Feedforward
Control

In this paper we also developed an algorithm to tune our
fixed-structure feedforward controller.® In this case we show
that the 6’s converge and that we obtain considerable additional

TThe results are only shown for a wind speed of 7 m/s and a rotational speed
of 370 r/min since the generator broke down before we could do well-defined
experiments for other conditions.

8This was too short to have well defined fatigue calculations, such as rainflow
counting, which is commonly used for certification.

9The feedforward controller is tuned based on the open loop dynamics. An
improvement can be made if the feedback controller and feedback controller
are designed in parallel. However, in [53] they claim that a similar feedforward
scheme was robust for small model variations and that was the motivation to
work with one feedforward law. This to have a fair comparison between the
different control layouts.
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Fig. 9. Different 8’s evolving in time. In this figure we see the convergence of the feedforward scheme. For V' = 7 m/s and w = 370 r/min and with 3 = 0.999

and a = 0.05.

load reduction using this feedforward scheme while also using
the feedback scheme. With the feedforward scheme we will try
to target the first three periodic components. With two actuators
this means that we have 12 parameters that we have to estimate.
This estimation is done trial wise so after every rotation. In Fig. 9
we see all these parameters plotted. The update law is derived
according the formulation derived in Section IV and we used
the identified model to obtain this law. So we can speak of a
data-driven approach. In Fig. 9 we can see a convergence of all
the 6’s. In Fig. 10 the square-root of the power-spectral density
is given for the system without any control and with the com-
bination of feedforward and feedback control. We clearly see
an improvement with respect to the uncontrolled case but even
more important, we see an improvement with the case where we
only have feedback control (see Fig. 7). The variance of the cor-
responding signals, which can be seen as a rough measure for
fatigue, is listed in Table III. We see that we have a load reduc-
tion of at least 90% on both sensor channels if both the feedback
and the feedforward is active, which is remarkably high. The re-
sults with solely feedforward show a load reduction of approx-
imately 40%.

C. Case 3: Yaw Misalignment

The final case is the case where there is a misalignment be-
tween the wind direction and the axis of the rotor. This is called

Spectrum MFC on blade 1
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S 0 : 0 :
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0 5 10 15 20 25 30

Frequency [Hz]

Fig. 10. Square-root of the PSD of the MFC signal on blade one and two. The
grey line is with H . feedback and fixed-structure feedforward control and the
black one is without any control. For V' = 7 m/s and w = 370 r/min.

yaw-misalignment, and the amount of misalignment can be ex-
pressed in degrees. For this case we have a misalignment of 5°.
Such a misalignment will increase the load spectrum on the tur-
bine and especially on the 1P frequency. This can be seen in
Fig. 11 where we see an increase in the square-root of the PSD
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Fig. 11. Square-root of the PSD of the MFC signal on blade one and two. The
grey line is with . feedback and fixed-structure feedforward control the black
one is without any control. For V' = 7 m/s and w = 370 r/min and a yaw
misalignment of 5°.

at the 1P frequency. In the same figure, we still see a signif-
icant load reduction if we use feedback and feedforward con-
trol. The results for different configurations are also included in
Table III where we see comparable performance levels as the
one obtained in nominal operation.

VI. CONCLUSION AND RECOMMENDATIONS

In this paper a proof of concept study was performed that
showed the feasibility of the load alleviation abilities of a
rotating “smart” rotor; that is, a rotor where the blades are
equipped with a number of control devices that locally change
the lift profile on the blade, combined with appropriate sensors
and feedback controllers. We developed dedicated identifi-
cation tools to obtain experimental models to both design
advanced feedback and feedforward controllers. A feedback
controller based on H, loop shaping was designed and we
proposed to use a fixed-structure feedforward scheme. For this
scheme we developed a data-driven approach to tune the design
DOF which are present within this scheme. We evaluated the
performance using a number of different load scenario’s. We
showed that with appropriate control techniques the variance
of the load signals can be reduced up to 90% for both nominal
operation or yaw misalignment.

Still, the “smart” rotor technology is a technology for the fu-
ture and faces a number of challenges before the concept can be
adopted by the industry, such as: development of suitable actua-
tors and sensors, reliability, maintenance, integration of the ac-
tuators and sensors in a wind turbine, controller design, etc. Fur-
thermore, the wind energy community is still to be convinced:
a large number of proof of concept studies, studies in which the
added value of these novel concepts is demonstrated and quanti-
fied, must be performed. We believe we contributed to this with
the presented work.
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